Study of the deformation characteristics of window security film by digital image correlation techniques
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A B S T R A C T

This paper presents a speckle-displacement measurement technique based on the digital image correlation to study the notch sensitivity and crack bridging of window security film. It is used to protect existing glazing against hurricanes, blast and terrorist explosions. The window security film is laminated to the interior side of the glass window by means of a special adhesive. When the glass is breaking, the window film keeps all glass fragments together.

The proposed sub-pixel registration of the displacement field is achieved using a calculation technique based on the centre of mass localization of the complex spectrum. This approach increases the computational efficiency for displacements smaller than one pixel and performs with high precision when optimal values of the input correlation parameters are used. In order to achieve a high accuracy of the algorithm, optimization of these input image correlation parameters is offered. For larger displacements an iterative procedure which preserves the precision is successfully implemented.

The speckle pattern is created by small white dots sprayed on the previously black painted film surface. As a result, white light illumination can be used which significantly simplifies the experiments.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

Speckle photography is one of the most popular and promising non-destructive techniques for small displacement, strain and rotation measurements [1–6]. In addition to the simplicity and reliability of in-plane measurements, recently out-of-plane motion measurement has been successfully applied [7]. Its ability to provide precise and full field information, combined with a low vibration sensitivity and high measurement range, makes it suitable for investigations of all kinds of materials. In the past two decades, many digital image correlation (DIC) techniques have been developed to improve the accuracy of the speckle photography approach. DIC is based upon comparing numerically two images of the specimen surface in the undeformed and deformed states assuming that the speckle structure remains almost unchanged during the deformation process. A significant progress of the measurement accuracy has been recently achieved by many different DIC algorithms. The main reason is that a sub-pixel registration has been proposed and successfully applied to study the displacement and strain fields. Some DIC algorithms rely on the intensity interpolation [8,9], others on Newton–Raphson iteration [10,11], curve-fitting or interpolation of the correlation coefficients [12,13], optical flow method [14,15], complex spectrum [16], genetic and neural network methods [17,18]. The precision and sensitivity of these algorithms range from 0.5 to 0.01 pixels. Some advantages in the accuracy of the Newton–Raphson method over the curve-fitting of the correlation coefficients and optical flow methods, which are the most commonly used, have been emphasized in the literature [19]. It is also relevant to remark that most DIC techniques cannot obtain directly the strain fields, as the Newton–Raphson method, which could be of interest in some cases. Nevertheless, the strain fields can be calculated by numerical differentiation of the previously obtained displacement fields. On the other hand, knowing the displacement fields can be an advantage when investigating the dynamics of the processes, for example, the velocity of crack and fracture propagation.

Other important features of all these algorithms are their simplicity and computational efficiency. In many cases a suitable compromise between the accuracy, computational efficiency and simplicity should be made. The right choice usually is a difficult task, which depends mainly on the specificity of the investigated object.
In this paper, we present a straightforward and relatively fast technique for DIC with sub-pixel accuracy. It is applied for the investigation of the notch sensitivity, tear resistance and crack bridging of a window security film in its interaction with glass.

2. Algorithm

Two speckle patterns of the investigated object are captured by a digital camera, one before and one after a certain deformation. These two images are segmented in small sub-images typically of \((2M+1) \times (2M+1)\) pixels so that the displacement in each sub-image can be treated as a simple uniform translation. The corresponding sub-image pairs extracted from both states of the specimen are processed, and the displacement vector is calculated by the complex spectrum method described in [16].

Let \(h_1(x, y)\) and \(h_2(x, y)\) be the corresponding sub-image pairs extracted from both states and analysed by a two-step fast-Fourier transform. The function measuring the correlation between these two sub-images has the following form:

\[
C(x, y) = F^{-1}\left\{ \frac{F[h_2(x, y)]F[h_2(x, y)^*]}{|F[h_2(x, y)]F[h_2(x, y)]|^{1-\alpha}} \right\},
\]

where \(F\) and \(F^{-1}\) are the direct and inverse two-dimensional Fourier transforms, respectively, \(^*\) denotes complex conjugate, and \(\alpha\) is an appropriate constant \((0 < \alpha < 1)\). Actually \(\alpha\) represents to what extent the spectral amplitudes of both sub-images contribute to the joint correlation. When \(\alpha = 0\) only the spectral phases of the two sub-images take part in the correlation which is equivalent to phase-only cross correlation between these images. When \(\alpha = 1\) the spectral amplitudes and phases are equally presented in the correlation which is equivalent to a cross correlation between the two sub-images. The normalized correlation functions of three sub-image pairs corresponding to three different displacements and for three values of \(\alpha\) are illustrated in Fig. 1.

The local displacement vector is determined by the position of the sharpest correlation peak with respect to the origin of the coordinate system. Evidently, the quality of the correlation peak depends on \(\alpha\) and on the displacement which can be seen in Fig. 1. When \(\alpha\) is small the correlation peak is narrow while it is broad when \(\alpha\) is large. If the displacement is close to half of the sub-image size \(M\), the correlation peak is smeared out because of non-overlapping between identical parts in the two sub-images. This non-overlapping leads to random fluctuations in the correlation function which worsens the correlation peak quality and thus increases the possibility for wrong detection of its exact position.

The position of the correlation peak is calculated with integer pixel accuracy. So the displacement accuracy is restricted by the pixel size of the camera sensor. To overcome this disadvantage and to achieve a higher local displacement resolution, a sub-pixel analysis of the peak position is required. Many different techniques, such as a bi-parabolic least-square fitting near the signal peak [16], two-dimensional quadratic surface fitting [12], or expanding the discrete correlation function in terms of a Fourier series around the discrete correlation peak [20] are used.

Here we discuss a straightforward and faster sub-pixel localization of the correlation peak, based on the assumption that its exact position coincides with the centre of mass of the signal peak [21]. The centre of mass can be presented as

\[
(x_{cm}, y_{cm}) = \frac{\sum_{x,y} C(x,y) (x,y)}{\sum_{x,y} C(x,y)}.
\]

where \((x_{cm}, y_{cm})\) is a vector with coordinates \(x_{cm}\) and \(y_{cm}\) corresponding to the centre of mass position, \(C(x,y)\) is the correlation function presented by Eq. (1), and \((x, y)\) is a vector

![Fig. 1. Normalized correlation functions for three displacements \((x,y)\): first row (0.42, 0.42) pixels, second row (5.43, 5.43) pixels, third row (9.42, 9.42) pixels. The value of \(\alpha\) varies through the columns: first column \(\alpha = 0\), second column \(\alpha = 0.5\), third column \(\alpha = 1\).](image-url)
with integer coordinates \( x \) and \( y \) corresponding to the nearest neighbouring pixels to the correlation peak.

Apparently the sub-pixel displacement estimation depends on the correlation peak quality and thus on the parameter \( \alpha \). Therefore, it is of great importance to find the optimal value of \( \alpha \) in order to achieve high precision of the calculated displacements. Since we use the centre of mass approach for an \( m \times m \) pixel array the best performance could be expected when the correlation peak is concentrated over this array. It has been experimentally verified that a 3 \( \times \) 3 array for the centre of mass estimation gives best performance and using bigger arrays does not improve the end result even for larger values of \( \alpha \).

From computational point of view the number of numerical operations required to calculate the centre of mass of an \( m \times m \) array is \( 2m^2 - m + 1 \). In our approach to estimate sub-pixel displacements, \( m = 3 \) leads to only 16 arithmetic operations. For instance the number of necessary calculations for bi-parabolic fitting is much larger.

### 3. Sub-pixel accuracy evaluation

The sub-pixel registration precision and sensitivity depend not only on the calculation method but also on the imaging device, optical distortions, optical set-up, and the surface pattern [22]. Some DIC algorithms show nice results on simulated data, but perform not so satisfactorily on real experimental data. The reasons are that real data are quantized, affected by electronic noise and environmental disturbances such as vibrations and air turbulence. That is why we want to deal with real experimental data in order to validate the precision of the above-proposed method and presented results.

To evaluate its precision, a simple translational experiment was made. A specimen with speckle pattern surface was translated at an increment step of 1 \( \mu \)m by means of a manual micro-positioning stage with an error of 0.1 \( \mu \)m. The optical magnification was 0.256 and the CCD-camera pixel size was 6.7 \( \mu \)m. This means that each increment step corresponds to 0.038 pixels displacement with an error of \( \pm 0.004 \) pixel in the image plane. This error is much smaller than the accuracy which can be presented by any DIC method on real data. So this error cannot affect our further considerations.

The displacements were calculated at an image area of (300 \( \times \) 300) pixels with correlation sub-image sizes of 17 \( \times \) 17, 33 \( \times \) 33, and 65 \( \times \) 65 pixels. The number \( N \) of the calculated displacements from different sub-image pairs was 81.

Two major error components associated with the sub-pixel registration algorithms are: the systematic error \( E_{sys} \) (i.e. mean bias error) and the standard deviation error \( \sigma \). The systematic error is defined as

\[
E_{sys} = D_{\text{mean}} - D_{\text{defined}},
\]

where \( D_{\text{mean}} = \frac{1}{N} \sum_{i=1}^{N} D_i \) represents the mean of \( N \) calculated displacements and \( D_{\text{defined}} \) is the pre-defined displacement. The standard deviation error has a certain relationship with the random error and can be defined as

\[
\sigma = \left( \frac{1}{N-1} \sum_{i=1}^{N} (D_{\text{mean}} - D_{\text{defined}})^2 \right)^{1/2}.
\]

To improve the algorithm accuracy, the optimal value of the initial parameter \( \alpha \) should be found. For that purpose, different values of the parameter \( \alpha \) were tested. Best coincidence of the calculated results with the real pre-defined displacements for a correlation sub-image size of 33 \( \times \) 33 pixels was achieved for \( \alpha = 0.14 \), which can be seen in Fig. 2 presenting the systematic error (left) and the standard deviation (right) as a function of the actual pre-defined sub-pixel displacement and the parameter \( \alpha \).

In order to maintain the high accuracy of the proposed algorithm, the initial parameter \( \alpha \) should vary with respect to the chosen sub-image correlation window size. For example, the best match between the calculated results and pre-defined displacements for a sub-image correlation window of 17 \( \times \) 17 pixels is achieved when \( \alpha = 0.10 \), while for a sub-image correlation window of 65 \( \times \) 65 pixels, the best match is reached when \( \alpha = 0.16 \). In Fig. 3, the variation of the calculated systematic error and standard deviation with the pre-defined displacement is shown for the different sub-image correlation window sizes of 17 \( \times \) 17, 33 \( \times \) 33 and 65 \( \times \) 65 pixels. The corresponding optimal values of the parameter \( \alpha \) were 0.10, 0.14 and 0.16, respectively.

For the small sub-image correlation windows, the standard deviation takes higher values than for the larger sub-image correlation windows, which is mostly due to the camera noise. So this fact should not be neglected when choosing the sub-image correlation size. In many practical tasks, a small correlation window is not required so this disadvantage could be avoided.

As we mentioned in the previous section, the quality of the correlation peak depends also on the displacement. The correlation peak quality decreases with the displacement increment, affecting the accuracy of the sub-pixel estimation. Using the centre of mass approach for large displacements, the accuracy can
drop more than twice, but this is also valid for most of the existing sub-pixel approximations of the correlation peak.

To overcome this disadvantage, we propose an iterative procedure. First the correlation of two sub-images with corresponding position in the two speckle patterns is calculated, and the correlation peak is searched. The displacement from its original position is retrieved with integer pixel accuracy, for simplicity we will call it integer displacement. If the displacement is not zero, then another sub-image from the second image is taken according to the calculated displacement. This routine is similar to simply shifting of the two images toward each other with known shift equal to the calculated displacement. In this way a maximum overlapping between identical parts in the two sub-images is provided. Next the correlation is calculated again. If the integer displacement is then zero, the sub-pixel displacement can be estimated by the centre of mass approach. The resulting displacement is the sum of the integer and sub-pixel displacements. A graphical presentation of this iterative procedure is shown in Fig. 4. The direct application of this iterative procedure will increase the computational time twice. However if the integer displacement can be predicted somehow, e.g. from previous results, then the sub-pixel accuracy is realized at the first iteration and the global computational efficiency does not suffer too much. This is possible when displacement variations are smooth, since the integer displacements are the same for large regions. Sometimes the integer displacement can be different from zero after the second correlation which can occur with partially correlated speckle patterns and/or speckle displacements larger than half of the sub-image size. In this case the procedure is repeated again but with a larger sub-image size. Another advantage of this iterative procedure when measuring large displacements is that the sub-image size during the second correlation can be reduced to a preferable value.

This iterative procedure was tested and successfully applied to study the mechanical behaviour and properties of the window security film (Fig. 5).

4. Investigated object

In a lot of large buildings, the float glass in the windows is retrofitted with a safety and security film, which is applied to the interior side of the glass window by means of a pressure sensitive adhesive (PSA). This polyester film prevents the glass fragments from being shattered around, if the glass window is impacted by a hurricane, a bomb blast, a person falling in the window, etc. The polyester film has a very large deformation capability and keeps all broken glass pieces together. The mechanisms of these polyester films are not fully understood yet, and therefore additional mechanical tests are needed.

In this paper the notch sensitivity and crack bridging of the polyester film were investigated by means of properly designed tensile tests. No attempt is made here to interpret the physical mechanisms of tearing and crack bridging of the film, as this is beyond the scope of this paper and falls within the proprietary of the company supporting this research. The discussion below is limited to the DIC results.

5. Experimental results

The surface of a continuous layer of the window film has been sprayed with a matt black paint, followed by a very fine dust of matt white paint. The chosen paint adheres to the film surface providing a stable non-flaking thin layer which does not change the properties of the window film. The speckle pattern was
generated by illuminating the film surface with two strong white light beams, symmetrical in respect to the optical axis (normal to the surface). Usually the speckle patterns produced in such manner are preferred due to the simplicity of the optical set-up, large speckle size variation, and the ability to process images with large deformations without loss of speckle correlation.

First, the polyester film was tested alone, without any interaction with the glass pane. Static tensile tests were performed on strips of the polyester film, both with holes and without holes, to test the notch sensitivity of the film (Fig. 6).

All experiments were performed with an optical magnification of 0.28 and Hitachi P110 camera with a CCD-array of $1024 \times 1024$ square pixels with size $6.7 \, \mu m$ and 8 bits quantization. Therefore, a displacement of one pixel corresponded to $23.8 \, \mu m$ displacement in the object plane. To illuminate the object two slide projectors with 100W halogen bulbs and integrated infrared filters reducing the unwanted thermal spectrum were used. The specimen was stretched by means of a specially designed low vibration hydraulic loading device. The correlation procedure was applied for each pixel of the pattern using square sub-image pairs of size $33 \times 33$ pixels.

Fig. 7 shows the correlated displacement fields for a polyester film without holes, and Fig. 8—with one, two and three holes. The first images in both figures show the speckle pattern as it was recorded with the digital CCD camera. Frames were recorded with a speed of 4 fps during the static tensile tests. The second and third columns show the $x$-displacement (horizontal width direction) and $y$-displacement (vertical length direction) for an increment of 50 N in load. The displacement fields are shown in grey level scale corresponding to the micrometers as indicated on the halftone bars.

Next, to test the crack bridging of the polyester film and the effect of the PSA, we have designed a tensile experimental set-up, shown in Fig. 9. To simulate a real crack, a rectangular glass plate is raw cut into two halves. The two edges of the crack are not polished or treated otherwise. Next the two halves are aligned again, whether or not with a small distance in between. A polyester film is laminated to both sides of the glass plates with a PSA. Then the two glass plates are pulled away from each other and the in-plane strain field in the film is observed. The strains on the glass surface are small, but in between the two glass plates, the film can stretch very large. In this way, we learn a lot about the “crack bridging” mechanisms of the film.
Fig. 8. Displacement fields for specimens with different number of holes at a load increment of 50 N (from 200 to 250 N). In the first column the original speckle patterns for the three cases are shown. The second and third columns present the displacement fields in x (horizontal) and y (vertical) direction, respectively, in microns, as indicated on the halftone bars.

Fig. 9. Schematic of the tensile test on two glass fragments with window security film.

Fig. 10. Corresponding speckle pattern images taken at point A (left) when debonding starts, and point B (right) when tearing of film starts.
In the experiments discussed below, the initial intermediate distance between the two glass plates was zero. One of the two polyester films was sprayed again with a speckle pattern and the investigated surface area of the polyester film on this side was about 30 \( \times \) 30 mm\(^2\), with the raw cut crack between the two glass plates in the centre of the images. During the tensile tests 1000 frames (4 frames per second) were captured and the measured load (in Newtons) for each frame was recorded. Fig. 10 shows the speckle images at two important moments in time: point \( A \) (left) where the film starts to debond from the lower glass plate, and point \( B \) (right) where the film starts to tear apart from the rightmost side (indicated by the white arrow). It can be clearly seen from the right picture that the lower glass plate is clamped and its edge is visible in the horizontal centre of the image, while the upper glass plate has already moved outside the camera’s view. In the background, the film that is laminated on the backside of the glass plates is also visible. Both films show very large necking and plastic deformation.

Of course, as soon as one of the two films starts tearing apart, the force drops to about half its value. This is confirmed by Fig. 11 that presents a plot of the relation between the applied force and the frames number (respectively time) from a single experiment. The moment of first debonding and tearing of the film are labelled with \( A \) and \( B \) on the plot. As soon as the film in front has been torn completely, the force drops to about half its value and the film at the backside keeps stretching. During plastic stretching of the films, the force is almost constant.

In Fig. 12 two images from the experimental set-up are shown close to final failure. One of the two films has been torn apart completely, while the other film is bridging the crack over a very large distance. The film is also necking over a large distance on the glass plates itself.

Two successive frames, captured at the moment \( A \), are processed with the proposed algorithm and the obtained displacement fields in \( x \) and \( y \) directions, respectively, are shown in Fig. 13. The same calculation was made for the moment \( B \), and the results are presented in Fig. 14. Only the selected area in the white rectangle has been processed, because outside of its borders parts of the background, rear film, and glass could be seen which are not interesting for the investigation.

### 6. Conclusions

A straightforward displacement measurement technique based on the DIC has been proposed. The sub-pixel resolution routine relies on the centre of mass estimation of the correlation peak. Experimental optimization of the correlation parameter \( x \) has been proposed to achieve maximum measurement accuracy for
different correlation sub-image windows. This algorithm has been successfully applied to study the notch sensitivity and crack bridging of window security film. The large dynamic range and high accuracy of this algorithm allowed precise experimental analysis of different samples of the investigated material with 0–3 stress concentrators. The processes of the film debonding from the glass surface and the tearing process have also been studied.

The obtained experimental results provide useful information for the theoretical models and numerical simulations of this material. They could also contribute to the further improvement of its mechanical and adhesion properties.
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